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Applications. Chromium compounds have found 
commercial use for the polymerization df ethylene and 
propylene.7s81 In aqueous solutions, ethylene is po- 
lymerized upon addition of ArCH2CrL(H20)2+, pre- 
sumably by a chain reaction of ArCH2', formed by 
homolysis.82 Other organochromium(II1) compounds 
are also active catalysts for alkene polymerization, 
usually in organic solvents like CHzC12 and THF. This 
includes [ C P * C ~ ( T H F ) ~ C H ~ ] ( B P ~ ~ )  and [Cp*Cr- 
(CHzSiMe3)2].83 

Under certain circumstances, organochromium(II1) 
compounds react with aldehydes, as in eq 13. This 
occurs for RCrC12(THF)3, as shown.@ Ketones are 
unreactive. The complexes R2CrC1(THF)3 also react, 
but (H20)5CrR2+ is u n r e a c t i ~ e . ~ ~  The R groups used 
include CH3, n-C3H7, n-C4H9, sec-C4Hg, n-C8HI7, and 
PhCH2. Extensive tests were run for both heptanal and 
benzaldehyde. 

RCrC12(THF)3 + R'CHO - H20 

RR'CHOH + HOCrC12(THF)3 (13) 

Another application for organochromium(II1) com- 
plexes is found in their use for selective coupling of free 
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radicals. Once some CrR2+ is formed, as in Scheme I, 
the radical may instead react with CrR2+: 

R' + CrR2+ - {CrRZ') (?) - Cr2+ + R2 (14) 
Reactant ratios must be chosen carefully, and con- 

ditions can even be arranged first to make CrR2+ and 
then, with a different alkyl halide, RR'. There is no 
evidence for the dialkylchromium(1V) intermediate 
pictured in eq 14. This reaction might also be viewed 
as an SH2 displacement, although its mechanism has not 
been studied. 

Concluding Remarks. The family of (H20)5CrR2+ 
complexes has provided remarkably fertile ground for 
mechanistic study. Many reactions display a range of 
reactivity. As shown, the CrR2+ bond dissociates both 
heterolytically and homolytically, and the balance be- 
tween them can be controlled. That is, for a given R, 
homolysis can be promoted by addition of a scavenger 
and retarded by added Cr2+. Similarly, increasing steric 
bulk on the a-carbon greatly increases the rate of 
homolysis but accelerates heterolysis only marginally. 
Because the proton and the solvent are kinetically in- 
efficient electrophiles, the complexes survive in aqueous 
media. More reactive electrophiles, such as mercuric 
salts or halogens, react very rapidly. 

These complexes, or closely related ones, have re- 
cently been shown to have promise in organic reac- 
tions.= They can initiate olefin polymerization and can 
add nucleophilically to aldehydes. 
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Introduction 
As laser technology progresses, nonlinear optical 

(NLO) techniques1 are becoming increasingly important 
tools in chemistry. Most NLO techniques involve sev- 
eral laser beams and a distinct signal beam; however, 
the single defining characteristic of a NLO experiment 
is that the intensity of the observed signal is propor- 
tional to the nth power of the laser intensity, where n 
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> 1. Examples of NLO techniques that have been used 
in chemistry include the photon echo: second-harominc 
generation: and hole burning.*t5 In this Account we 
discuss what has become perhaps the most widely used 
NLO technique in chemistry, the transient grating 
(TG).6*7 TG experiments have been performed in all 

'Present address: Department of Chemistry and Biochemistry, 

(1) Levenson, M. D.; Kano, S. S. Introduction to Nonlinear Laser 

(2) Walsh, C. A.; Berg, M.; Narasimhan, L. R.; Fayer, M. D. Acc. 

(3) Richmond, G. L.; Robinson, J. M.; Shannon, V. L. h o g .  Surf. Sci. 

(4) Persistent Spectral Holeburning: Science and Applications; 

(5) Berg, M.; Walsh, C. A.; Narakimhan, L. R.; Littau, K. A.; Fayer, 

(6! Eichler, H. J.; Ghter ,  P.; Pohl, D. W. Laser-Znduced Dynamic 

University of Texas at Austin, Austin, TX 78712. 

Spectroscopy; Academic Press: Boston, 1988; pp 299. 

Chem. Res. 1987,20,120. 

1988,28, 1. 

Moemer, W. E., Ed.; Springer: New York, 1988. 

M. D. J.  Chem. Phys. 1988,88, 1564. 

Gratings; Springer-Verlag: Berlin, 1986; pp 256: 

0001-4842/92/0125-0227$03.00/0 0 1992 American Chemical Society 



228 Acc. Chem. Res., Vol. 25, No. 5, 1992 Fourkas and Fayer 

ference pattern can then interact with the medium 
through mechanisms such as absorption, the optical 
Kerr effect (OKE), and stimulated Brillouin scattering. 
This interaction in turn produces a periodic spatial 
modulation in the complex index of refraction of the 
medium, thereby creating what is, in essence, a tem- 
porary volume hologram (diffraction grating). If, after 
some delay time t, a probe laser beam is brought in such 
that it meets the grating at the Bragg angle, part of the 
beam will be diffracted. The strength of the diffracted 
signal is directly related to the depth of the induced 
grating (Le., the peak/null difference in the complex 
index of refraction) and is monitored as a function of 
t. The TG signal is sensitive to any time-dependent 
process that can affect the spatial modulation of the 
complex index of refraction. 

The polarizations of the excitation beams determine 
the dynamic processes to which the TG decay is sen- 
sitive. These beams are most commonly of either 
parallel linear polarizations, forming what is called an 
intensity grating (IG), or perpendicular linear polari- 
zations, forming what is called a polarization grating 
(PG). The IG electric field is of the same polarization 
throughout, but is modulated sinusoidally in amplitude 
across each grating fringe (Figure lb). The IG signal 
beam is in general of the same polarization as the beam 
used to probe the grating. The PG electric field is 
constant in amplitude, but its polarization is spatially 
modulated; the polarization changes from right circu- 
larly polarized (rcp) to linearly polarized at  - 4 5 O  (m or 
minus) to left circularly polarized (lcp) to linearly po- 
larized at  + 4 5 O  (p or plus) and then back to rcp across 
each fringe, with elliptical polarizations interspersed in 
between (Figure IC). If the polarization of the beam 
used to probe a PG is parallel to the polarization of one 
of the excitation beams, then the signal beam is po- 
larized parallel to the other excitation beam. 

Because the IG electric field is a sinusoidal modula- 
tion, it is easy to understand both how the IG diffracts 
light and how it decays. Any process that causes the 
grating peaks to lose population and/or the grating 
nulls to gain population will wash out the grating and, 
therefore, cause the diffracted signal to decrease. It is 
more difficult to see from electric-field pictures such 
as Figure IC how a PG produces a signal, much less 
what causes this signal to decay. We have shown that 
any grating can be decomposed into a sum of IGs that 
have different spatial phases and different electric field 
polarizations; this scheme is called the grating decom- 
position method (GDM).14 For instance, the PG can 
be decomposed into a rcp IG, an m-polarized IG that 
is 90° spatially out of phase with the rcp grating, an lcp 
IG that is 180' spatially out of phase with the rcp 
grating, and a p-polarized IG that is 270' spatially out 
of phase with the rcp grating. 

The GDM provides ready explanations for many PG 
phenomena, such as why the polarization of the probe 
beam is rotated. Consider a PG experiment performed 
in an isotropic, absorbing liquid. It is straightforward 
to show that the circularly-polarized component grat- 
ings do not contribute to the signal, so only the two 
linearly-polarized gratings need to be ~0nsidered.l~ Any 
linear probe beam polarization can be broken up into 
p -  and m-polarized components. The p-polarized com- 
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Figure 1. (a) TG experimental geometry. The excitation beams 
are crossed at an angle and temporally and spatially overlapped, 
creating a spatial inteference pattem that writes a grating (volume 
hologram) into the medium being studied. The probe beam is 
brought in at delay time t at the grating Bragg angle; the resultant 
diffracted signal is recorded as a function of t. (b) Electric-field 
picture for a single fringe of an IG (in which the excitation beams 
have parallel polarizations). The polarization of the electric field 
is constant across the grating, but the field amplitude is sinu- 
soidally modulated. (c) Electric-field picture for a single fringe 
of a PG (in which the excitation beam have perpendicular po- 
larizations). The electric field is of constant amplitude across 
each fringe, but changes in polarization from rcp to -45' linear 
to lcp to +45' linear and back to rcp across each fringe. 

phases of matter and have been used to probe phe- 
nomena as diverse as rotational rates in liquid: exciton 
transport in crystals: electron transport in semicon- 
du&rs,l0 phase transitions," acoustic wave propagation 
in bulk materials,12 and semiconductor-liquid inter- 
f a c e ~ . ~ ~  Here we describe three recent applications of 
the TG to problems in chemical physics: the study of 
picosecond dynamics in flames (a gas-phase example), 
femtosecond to nanosecond dynamics of complex mo- 
lecular liquids (a liquid-phase example), and the mea- 
surement of heat flow in and acoustic properties of thin 
films (a solid-phase example). 

To form a TG, two time-coincident laser pulses of 
wavelength X are crossed at  an angle 6 in a medium. 
The electric fields of these excitation beams interfere 
with one another, resulting in a spatially-modulated net 
electric field [with a fringe spacing of d = X/[2 sin @/a)]  
in the beam-crossing volume (Figure la). The inter- 
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ponent sees the greatest change in optical density at the 
maxima of the p-polarized component grating &e., the 
minima of the m-polarized grating) and the least change 
at the minima of this grating (the maxima of the m- 
polarized grating). The situation is reversed for the 
m-polarized component. Because the p- and m-polar- 
ized component gratings are spatially 180' out of phase 
with one another, a 180' phase shift is induced between 
the corresponding components of the probe beam. 
Thus, for instance, an x-polarized (p + m) probe beam 
produces a y-polarized (p - m) signal beam. 

In many chemical problems, the TG offers distinct 
advantages over more common techniques. Because the 
signal is diffracted in a unique direction, the TG is a 
zero-background technique (as compared to pump- 
probe spectroscopy, for example). Excellent signal-to- 
noise (S/N) ratios can be obtained over many orders 
of magnitude of signal strength; thus, the TG is better 
suited to probing picosecond or femtosecond phenom- 
ena than are its frequency-domain analogues, such as 
nearly-degenerate four-wave mixing (NDFWM)15 and 
dynamic light scattering (DLS).16 The TG is nonin- 
vasive, so that dynamic processes can be monitored 
without actual physical contact. Finally, the polariza- 
tion-selective aspect of the TG makes it possible to 
isolate and measure different phenomena in a single 
system. We wil l  illustrate these points in the following 
experimental examples. 
Picosecond Dynamics of Sodium-Seeded Flames 

Combustion is an extraordinarily complex process. 
Hundreds of chemical reactions take place in all but the 
simplest of flames.'? To further complicate matters, 
the chemical species and reactions that are prevalent 
depend greatly on which region of the flame is being 
probed. Different regions communicate with one an- 
other through transport and collisions, processes that 
take place on nanosecond or picosecond time scales. 
Therefore it is desirable in the study of combustion to 
be able to probe picosecond dynamics noninvasively and 
as a function of location. 

We have recently demonstrated that the TG is a 
useful tool for such studies. We have monitored the 
transport and population dynamics of sodium atoms in 
various premixed flames using picosecond, polariza- 
tion-selective TG experiments.l8Jg The TG is most 
useful in measuring gas-phase transport when the mean 
free path of the species of interest is either much larger 
or much smaller than the grating fringe spacing.20y21 
We describe here experiments in the latter regime, in 
which the signal decay is proportional to exp [-2t(A2D + 1/T)], where A is 27r/d, D is the diffusion constant 
of the species, and T is the excited-state lifetime. 

Figure 2a shows an IG decay in a Na-seeded, meth- 
ane/& flame at a fringe spacing of 13.6 pm. The decay 
is exponential, with a decay time of 400 ps (corre- 
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Figure 2. (a) IG decay in a methane/& flame at a fringe spacing 
of 13.6 pm. The D1 line was excited and the D2 line probed. The 
decay is exponential, with a decay time of 400 ps. (b) PG decay 
under the same conditions. The decay shows large beats at the 
1.77-GHz Na ground-state hyperfine-splitting frequency, as well 
as small beats at twice this frequency. The decay has an expo- 
nential envelope with a 2.8-ns decay time. (After ref 18.) 

sponding to a decay constant of 800 ps). The grating 
was excited from the ground (3s) level to the 3P1/2 level 
and probed from the ground level to the 3P3 level. 
The IG decays in this flame look essentially identical 
over a large range of fringe spacings (from 5 pm to 20 
pm). This demonstrates that the lifetime term domi- 
nates the decay; i.e., all of the Na atoms return to the 
ground state before there is time for diffusion to affect 
the grating significantly. Since the natural Na excit- 
ed-state lifetime is 16 ns,22 the observed 800-ps lifetime 
is the result of collisional quenching. There are many 
species in methane/air flames that are known to be 
good Na excited-state quenchers, and 800 ps is in good 
agreement with previous quenching-time measure- 
ment~.~3-25 

Figure 2b shows PG data taken under the same 
conditions. The differences between the IG and PG 
decays are striking. The PG decays exhibit large os- 
cillations at  the 1.77-GHz ground-state hyperfine- 
splitting frequency (and smaller oscillations at twice this 
frequency). Although the envelope of the PG decay is 
exponential, the decay time is much longer than that 
of the IG. At the 13.6-pm fringe spacing shown here, 
the PG decay time is 2.8 ns, 7 times longer than that 
of the IG decay. Furthermore, a plot of the PG decay 
constant versus A2 gives a straight line with a nonzero 
slope, as would be expected if diffusion were dominating 
the decay. The slope of this line yields a diffusion 
constant of 4.3 f 0.5 cm2/s. The y-intercept of this plot 
indicates that there is an additional grating decay 
process with a 6-11s lifetime. 

With the aid of the GDM, we have been able to un- 
derstand and interpret these data by considering what 
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happens to the ground-state magnetic sublevel popu- 
lations when the grating is created and as population 
is quenched from the excited ~ t a t e . l ~ , ~ ~  We have de- 
veloped a detailed theoretical model that both explains 
the insensitivity of the PG decay to excited-state 
quenching and predicts the proper functional form for 
the decay. In addition, this model shows that the 
process corresponding to the 6-ns decay time in the PG 
is the scattering of population among the ground-state 
sublevels. This scattering rate has never before been 
measured in flames. 

The results of these preliminary experiments are 
encouraging. With modern laser technology, tunable 
pulses with picosecond or femtosecond time resolution 
can be obtained, so it should be possible to use the TG 
technique to study the fast dynamics of virtually any 
combustion species. The TG promises to be of great 
value in combustion research, as well as in the study 
of plasmas and other gas-phase systems. 
Dynamics of Simple and Complex Molecular 
Liquids 

The dynamics of molecules in simple and complex 
liquids are of fundamental interest to chemists. Various 
spectroscopic methods have been developed to monitor 
either single-molecule or bulk correlation functions in 
liquids. With the advent of high-power, picosecond and 
femtosecond laser systems, it is possible to measure 
these correlation functions directly. This can be ac- 
complished by performing TG optical Kerr effect (TG- 
OKE) experiments.26 

The OKE contains both an electronic and a nuclear 
component. The former is the instantaneous distortion 
of the electron cloud of a molecule due to an incident 
light electric field; this effect disappears when the light 
is removed, so there is no electronic OKE (e-OKE) 
signal once the excitation pulses are over. The nuclear 
OKE (n-OKE) is the rotation of molecules as they at- 
tempt to minimize the energy of the interaction be- 
tween their polarizability and the incident electric field. 
The excitation pulses thus create a small net alignment 
of the molecules, which in turn forms a polarization- 
dependent grating in the real part of the index of re- 
fraction. The probe pulse monitors the decay of this 
induced birefringence as the molecules return to an 
equilibrium, isotropic state. Thus, the TG-OKE tech- 
nique is a sensitive probe of ultrafast orientational re- 
l a x a t i ~ n . ~ ~ , ~  Note that the TG-OKE is a nonresonant 
experiment. Because only the real part of the index of 
refraction is probed, an OKE grating can be created and 
probed at  any wavelength; compare this to the Na ex- 
periments described above, in which the gratings were 
created solely in the imaginary part of the index of 
refraction. 

Both DLS and TG-OKE experiments probe bulk 
orientational correlation functions. Yan and Nelson 
have shown that a DLS experiment with infinite fre- 
quency resolution is the Fourier transform of a TG- 
OKE experiment with infinite time r e s o l u t i ~ n . ~ ~ ~ ~ ~  
However, in practice it is difficult to monitor ultrafast 
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Figure 3. TG-OKE data in neat 5CB at 41.7 O C  on (a) fast, (b) 
intermediate, and (c) slow time d e s .  Two sets of data are shown 
in part a, one in which the e-OKE response has been suppressed 
and one in which the n-OKE reapom has been suppressed. (After 
ref 32.) 

dynamics using DLS, whereas the TG-OKE technique 
can monitor dynamica on time scales from femtoseconds 
to tens of nanoseconds with excellent S/N ratios. Here 
we will discuss TG-OKE investigations of 4-n-pentyl- 
4'-cyanobiphenyl (5CB),27~31p32 which can exist in dif- 
ferent liquid crystalline phases. 

If one is to be able to obtain unambiguous informa- 
tion on orientational relaxation, the n-OKE should 
ideally be the only effect contributing to the grating 
signal. However, even if the excitation and probe 
wavelengths are carefully chosen such as to avoid any 
kind of absorptive effects, the e-OKE response will still 
obscure the n-OKE response at  short delays. This 
problem can be overcome by taking advantage of the 
symmetry properties of the e- and n-OKE to select a 
set of beam polarizations such that one or the other 
effect  disappear^;^^^ this is illustrated for 5CB in Figure 
3a. These polarization angles can be derived either 
directly from the nonlinear refractive index or by using 
the GDM. 

How local structure influences dynamics is a funda- 
mental queation in the study of liquids. To address this 
question, the isotropic liquid crystalline phase of 5CB 
was investigated. The strong tendency of 5CB mole- 
cules to align with one another results in a high degree 
of local order, even in the isotropic phase. Within 10 
or 20 "C of the phase transition, locally-ordered regions 
exist. These domains increase in size as the tempera- 
ture is reduced. As a result, 5CB exhibits dynamics that 
are vastly different from those of biphenyl, its parent 
molecule. This is illustrated in Figure 3, which shows 
the dynamics of neat 5CB at 41.7 OC (which is above 
the nematic/isotropic phase t r a n s i t i ~ n ) . ~ ~  Figure 3a 
shows the early-time (<5 ps) dynamics; following the 
fast librational dynamics, the data appear almost flat 
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dynamics, is essentially fixed. Before the laser pulses, 
the structure resides in a local minimum of the collec- 
tive free energy potential surface. The excitation 
electric field moves the system away from this mini" 
by slightly altering the relative molecular orientations. 
The system then relaxes along the potential surface and 
returns to a local minimum. The system cannot un- 
dergo diffusive randomization on a time scale that is 
fast compared to the time scale for the loss of local 
structure, and therefore changes in the viscosity of the 
system with temperature are unimportant. The dy- 
namics are controlled by details of the intermolecular 
interactions of the local structure. Analogous behavior 
has recently been observed in a conventional liquideU 

Heat Flow and Acoustic Properties of 
Thin-Film, High-Temperature Superconductors 

Having discussed applications of the TG in gas- and 
liquid-phase systems, we now turn to solid-phase TG 
experiments. In particular, we will discuss the use of 
the TG techniques to investigate the heat flow and 
acoustic properties of thin films of YBa2Cu307-, 
(YBCO), a high-temperature superconductor, without 
necessitating physical contact with the material.35 
These experiments illustrate the ability of the TG 
technique to probe selectively either surface or bulk 
p h e n ~ m e n a . ~ ~  

The experiments described here were performed on 
thin-film samples of YBCO grown on an optically 
transparent substrate of MgO. The grating excitation 
in these experiments was made a t  a wavelength at  
which YBCO is highly absorbing. Electronic excitations 
in YBCO are transformed into heat in approximately 
1 ps; this heat causes thermal expansion in the medium, 
with the greatest expansion occurring at  the peaks of 
the grating. The spatially-modulated thermal expan- 
sion changes the index of refraction of the medium, 
giving rise to a thermal grating. The grating signal is 
washed out as the heat diffuses from the grating peaks 
to the grating nulls. The thermal expansion also 
launches acoustic waves in the sample, thereby pro- 
ducing oscillations in the signal.12 Because the YBCO 
sample is thin, it acts as a waveguide. The fringe 
spacing determines which waveguide modes are excited; 
several modes may be excited at  a given fringe spacing.37 
The damping times for each of these acoustic modes can 
be determined from the manner in which the oscilla- 
tions in the signal decay. 

Illustrated in Figure 5 are TG data taken on a 220- 
nm-thick YBCO sample at  a temperature of 296 K. 
The data were taken in four different geometries, each 
of which is labeled next to the corresponding decay. 
The letters "T" and "R" stand for transmission and 
reflection geometries, respectively. In the transmission 
geometry, the signal beam travels through the sample 
before it is detected, and in the reflection geometry, the 
signal beam is detected on the side of the sample upon 
which the three laser beams are incident. The letters 
"a" and "b" specify the side of the sample on which the 

(34) Greeflield, S. R.; Stankus, J. J.; Sengupta, A.; Fayer, M. D. Chem. 

(35) Marshall, C .  D.; Fishman, I. M.; Fayer, M. D. Phys. Reu. B ,  in 

(36) Fishman, I. M.; Marshall, C. D.; Meth, J. S.; Fayer, M. D. J. Opt. 

(37) Meth, J. S.; Marshall, C. D.; Fayer, M. D. J. Appl. Phys. 1990,67, 

Phys. Lett.,  in press. 

press. 

Soe. Am. B: Opt. Phys. 1991,8, 1880-1888. 

3362-3377. 

0 

-1 

-2 

1 1 . 4 1 . 7 C "  

-3 

1", 
-6 

Y 

C - 
-7 

-8 
-1 2 -1 1 -1 0 -9 

LOG (time/s) 

Figure 4. Fast- and intermediate-time-scale dynamics of neat 
5CB at 41.7 and 69.4 OC. The slow processes have been fit and 
subtracted from the data. Note that the plots fall on top of one 
another, even though the Viscosity changes by a factor of 3 over 
this temperature range. (After ref 32.) 

on this time scale. Figure 3b illustrates the interme- 
diate-timescale dynamics (out to 500 ps); the fast decay 
component in this plot is the slow decay component 
from the previous plot. Figure 3c shows the long- 
time-scale dynamics (out to 12 ns); the fast decay at 
short times in Figure 3c is the nearly flat component 
in Figure 3b. Only the slowest data (>1 ns) are expo- 
nential. The data in between the librational decay and 
the slow decay (from 1 pst to 1 ns) cannot be fit to any 
simple sum of exponentials. 

The behavior of the slow (>1 ns) decay component 
with temperature is consistent with Landau-deGennes 
theory over a temperature range of about 35 "C. Ac- 
cording to this theory, the slow decay corresponds to 
the randomization of local pseudonematic domain 
structure. A t  about 70 "C, the dynamics begin to de- 
viate from Landau-deGennes behavior. At  this tem- 
perature, the domain correlation length is only 2-3 
molecular lengths, and the pseudonematic domains 
cease to exert influence on the liquid dynamics. 

The fast-time-scale (1 ps to 1 ns) dynamics in this 
system are extremely interesting. Plotted in Figure 4 
is the natural logarithm of the square root of the fast- 
time-scale data; the slow exponential terms (pseu- 
donematic-domain decay) have been subtracted from 
the square root of the data. [When the slow decay 
components are included, these data cover both 5 orders 
of magnitude of time scales (from hundreds of femto- 
seconds to tens of nanoseconds) and more than 20 
factors of e (8 orders of magnitude) in signal intensity, 
yet the S/N ratio is excellent throughout.] This is 
actually a plot of data taken at  two different tempera- 
tures, 41.7 and 69.4 OC; although the bulk viscosity is 
reduced by a factor of 3 in going from 41.7 to 69.4 OC, 
these data sets fall right on top of one another. The 
fast dynamics are independent of temperature (and 
viscosity) over a range in which the time constant for 
the slow, collective dynamics changes by an order of 
magnitude. This lack of temperature dependence is in 
sharp contrast to the behavior of simple liquids such 
as biphenyl. 

The fact that the fast dynamics are independent of 
temperature over such a large range is very important. 
Such behavior is clearly n~nhydrodynamic.~~ Consider 
a single local structure that, on the time scale of the fast 



232 Acc. Chem. Res., Vol. 25, No. 5, 1992 Fourkas and Fayer 

0 10 20 30 

time (nsec) 
Figure 5. TG decays at 300 K in 220-nm-thick YBCO film on 
a MgO substrate. The smooth linea are fib to the data, excluding 
acoustic waves. T = transmission geometry, R = reflection ge- 
ometry, a = beams incident on the YBCO/MgO interface side 
of the film, b = beams incident on the yBCO/vacuum side of the 
film. (After ref 35.) 

grating is created; the YBCO/MgO interface is denoted 
by “a”, whereas the YBCO/vacuum interface is denoted 
by “b”. 

It can be seen from Figure 5 that both the heat flow 
and acoustic portions of the decays vary significantly 
depending on the experimental geometry used. Recent 
theoretical has demonstrated that TG experi- 
ments can be surface or interface selective. The 
transmitted signal probes the bulk of a sample. How- 
ever, in a sample that is either nonabsorbing or has a 
Beer’s length much longer than the optical wavelength 
of the experimental beams, the reflected signal is sen- 
sitive strictly to the interface or surface dynamics. If 
the Beer’s length is on the order of the wavelength of 
the light, the grating will probe the material to a 
somewhat greater depth (on the order of one-half the 
Beer’s length). 

The differences in the signal decays when different 
faces are probed arise from contact between the sample 
and the MgO substrate. At  small fringe spacings, the 
TG signal is much more sensitive to diffusion parallel 
to the film than to diffusion perpendicular to the film. 
A t  large fringe spacings, the signal is sensitive only to 
perpendicular diffusion and flow into the substrate. 
Thus, both heat flow into the substrate and the an- 
isotropy in thermal diffusion can be measured. If the 
grating is created at the interface, the perpendicular 
diffusion can occur in two directions: into the YBCO 
film and into the substrate. Under the experimental 
conditions, heat in the substrate does not contribute to 
the signal. On the other hand, if the grating is created 
at the vacuum face of the YBCO, perpendicular diffu- 
sion can only occur into the film, and the signal wil l  only 
decay once diffusion has carried the heat across the film 
and into the substrate. 

By using the four types of curves displayed in Figure 
6, it is possible to characterize completely the heat flow 
into a thin film, as well as the flow from the film into 
the substrate. The smooth lines in Figure 5 are fits to 
the heat flow portion of the signals. Analysis of the data 
demonstrates that there is a substantial barrier to heat 
flow between the film and the substrate;35 at room 
temperature, heat flow across the interface is 100 times 
slower than the diffusion in the film itself. This can 
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Figure 6. (a) Acoustic portion of TG decay in 350-nm-thick 
YBCO film at 300 K. The data is fit to two damped acoustic 
modes, one at 3.3 GHz and one at 8.3 GHz. (b) Blowup of signal 
(squares) and fit (solid line) starting at 0.m delay time. (c) Blowup 
of signal and fit starting at 11-ns delay time. The same fitting 
parameters are used throughout. (After ref 35.) 

be explained in terms of the molecular structure of the 
interface. The YBCO makes poor mechanical contact 
with the MgO.% This in turn results in poor thermal 
contact at the interface, which shows up as a large 
barrier to heat flow between the two materials. This 
type of barrier phenomenon has important implications 
for thin film device applications. 

The TG data also yield the thermal diffusion con- 
stanta parallel (Dab) and perpendicular (D,) to the plane 
of the film. Measurements of these constants and of 
the magnitude of the thermal barrier were made at 
temperatures ranging from 17 to 300 K. At room tem- 
perature, Dab is 0.023 cmz/s and D, is 0.0028 cmz/s. 

Conventional methods of measuring acoustic prop- 
erties work poorly on thin films, in part because of the 
need to have a transducer in physical contact with the 
sample. In many instances the TG is ideal for studying 
such properties. Figure 6a shows the acoustic portion 
of a TG decay in a 350-nm-thick sample at 300 K; the 
fringe spacing is 0.75 pm. The data are fit to two 
acoustic modes, one at 3.3 GHz and one at  8.3 GHz. 
The fit is so good that it cannot be seen in Figure 6a. 
The quality of the fit is illustrated by parts b and c of 
Figure 6, which are 1-ns blowups of both the data and 
the fit, starting at delay time of 10 and 11 ns, respec- 
tively. Analysis of the type of data provides elastic 
constants and acoustic damping parameters. 
Conclusions 

The TG is a powerful technique for studying fast 
dynamic processes, as it offers the combined advantages 
of background-free detection, large dynamic range, 
polarization selectivity, and the ability to probe phe- 
nomena over variable distance scales. We have dis- 
cussed three applications of the TG technique, one in 
each phase of matter. Given a small bag of polarization, 
wavelength, and geometry tricks, it is possible to probe 
in detail a wide variety of fast phenomena. Although 

(38) Streiffer, S. K.; Lairson, B. M.; Eom, C. B.; Clemens, B. M.; 
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once esoteric, the TG technique is now coming into its 
own, and it will find a wide variety of chemical appli- 
cations in the coming years. 
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The recognition that single electron transfer (SET) 
can be a dominant reaction pathway followed when 
electronic excited state species interact with ground- 
state donors or acceptors has had a profound impact 
on the field of organic photochemistry. This has been 
especially important in the design, mechanistic analysis, 
and synthetic applications of new photochemical reac- 
tions. Both theoretical' and empirical relationships2 
now available enable an accurate estimation of the rate 
constants for excited-state SET based on ex- 
perimentally measured redox potentials and excited- 
state energies. Consequently, relative efficiencies of 
SET versus other excited state decay pathways can be 
evaluated. In addition, SET between neutral excited 
donoracceptor pairs leads to generation of ion radicals, 
intermediates which can undergo rapid, novel, and 
frequently predictable reactions to produce secondary 
radical or charged intermediates in routes for product 
f~rmation.~ In contrast to classical photochemical re- 
actions where the pathways followed are governed by 
the characteristic bonding properties in excited states, 
the nature of excited-state SET reactions is controlled 
primarily by the chemistry of the ion radical interme- 
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diates. As a result, it is not surprising that the majority 
of new organic photochemical processes discovered in 
recent years operate via SET mechanisms and that a 
large number of these have found their way into the 
organic synthetic reper t~ire .~ 

This Account focuses on a class of SET photochem- 
ical processes that we have explored extensively. The 
specific reactions involve photoadditions and photo- 
cyclizations of &unsaturated ketone-tertiary amine 
systems (Scheme I). In reviewing the key observations, 
we will attempt to demonstrate how an understanding 
of the factors governing SET reaction efficiencies and 
ion radical chemistry can be used to mechanistically 
analyze new excited-state SET processes and to develop 
their synthetic potential. To establish the background 
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